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Abstract

Persuasive communication is learned from
childhood and can further be refined
through study and experience. The ability
to persuade through effective argumenta-
tion is regarded as a sign of intelligence,
enticing others to form social bonds. Per-
suasive dialogue can be used to encourage
interlocutors to take up self-care and bene-
ficial habits or help them stop harmful rou-
tines or addictions. This paper details a
pilot survey, and data analysis techniques,
designed to inform the development of a
larger follow on experiment. The aim is
to predict the most effective form of argu-
mentation based on user characteristics.

1 Introduction

Industry and academia have increasingly been
studying how to influence attitudes and behaviours
(Orji and Mandryk, 2014; Grimes et al., 2010;
van Leer and Connor, 2012; Mutsuddi and Con-
nelly, 2012). Persuasive experiences are rendered
to users and consumers every day in the form of
advertising, public relations and media strategies,
and more recently, through the use of interactive
technologies such as chat bots.

Effective persuasion is accomplished by un-
derstanding the bidirectional relationship between
human psyche and persuasion (Hunter, 2018).
Persuasion influences people’s attitudes and be-
haviours - therefore, human behaviour can be trig-
gered and predicted (Fogg, 2009). Argumentation
theory studies how conclusions can be reached
through logical reasoning. It centres on relational
support structures and evidence to make claims
(Baroni et al., 2009). Persuasive argumentation
concentrates on the type of language targeted at
re-framing peoples’ opinions and beliefs (Besnard

and Hunter, 2008). It does this by focusing on:
“language cues aimed at shaping, reinforcing and
changing people’s opinions and beliefs.” (Yang
et al., 2019).

Dialogue systems, whether speech or text
based, are becoming increasingly ubiquitous in
homes (Porcheron et al., 2017), health care
(Laranjo et al., 2018; Richards and Caldwell,
2018; Spillane et al., 2017, 2018) and banking
(Trivedi, 2019). Many websites now provide dia-
logue agents to help users find and purchase prod-
ucts and services (Majumder et al., 2018; Chat-
taraman et al., 2012). Users increasingly inter-
act with their phones, search agents (Schalkwyk
et al., 2010), entertainment systems (Bernhaupt
et al., 2012), personal computers, smart home de-
vices (Hoy, 2018) and other technologies through
text based dialogue and voice. Persuasive dialogue
systems have the potential to engage users in dis-
cussions on topics to help them explore different
options and formulate their own thoughts and de-
cide on a position or a course of action. To do this,
they often gather data about a user.

This paper focuses on collecting and preparing a
dataset of Input Features for a learning algorithm,
containing features such as personality traits and
decision making styles. This will enable us to pre-
dict which Principles of Persuasion, via user pro-
vided Influence Scores, are most effective for the
given Input Features. The motivation behind this
work, was to conduct a pilot test of this data col-
lection process and analysis, and to demonstrate
an initial version of the model which will be used
to identify the most effective type of argument for
users. The lessons learned from this pilot study
will be incorporated into a larger follow on study.

The remainder of this paper is structured as fol-
lows. Section 2 highlights relevant work. Section
3 details the research aim and hypothesis. Section
4 provides the methodologies employed to design



the survey, collect and analyse the data, and build
the models. Section 5 is the evaluation. Section 6
provides the discussion. Section 7 discusses future
work and Section 8 concludes the paper.

2 Related Work

Recent years have seen several novel persuasive
dialogue agents (Corrégé et al., 2017; Schulman
and Bickmore, 2009; Wells and Reed, 2008; Dele-
croix et al., 2013). The early work of Andrews fo-
cused on the impact of system personality on per-
suasion in human computer dialogue (Andrews,
2012). His system introduced a personality utter-
ance generator designed to control the systems ex-
traversion personality trait to increase the persua-
siveness of the dialogue. He found that users’ own
level of extraversion influences the perception of
the dialogue, particularly its trustworthiness and
persuasiveness.

Rosenfeld and Kraus’s contribution adopted a
more technical approach (Rosenfeld and Kraus,
2016). They believed that many of the existing ef-
forts in the domain: “use unnatural assumptions
regarding persuasive interaction, which creates
doubt regarding their applicability for real world
deployment with people.” Their work focused on
combining theoretical argumentation modelling
(Baroni et al., 2011), machine learning (ML) and
Markovian optimization techniques. Two stud-
ies demonstrated that it significantly improved on
baseline systems and that it was no worse than hu-
mans at persuading other humans.

De Carolis and Mazzotta developed PORTIA,
a computational model for persuasion (De Carolis
and Mazzotta, 2017). It combined emotional and
rational modes and was based on rational theories
of persuasion (Miceli et al., 2006). It adapted to
characteristics of the user to choose between ra-
tional strategies and emotional ones and has been
tested in well-being and health related domains. It
employed a User Model to implicitly learn charac-
teristics of a user, including their personality traits
and living habits. It also tried to learn users’ goals
to ascertain if there is a link between certain per-
sonality traits and user goals.

This pilot study and the subsequent larger fol-
low on study is the next stage of evolution. Unlike
previous work, it aims to identify the most persua-
sive forms of arguments based on users’ charac-
teristics such as their personality, demographics,
and their belief systems and values. The eventual

aim is to mine online knowledge bases to automat-
ically generate the most persuasive argument for
different users.

3 Research Question

The overall aim of this pilot study and the even-
tual follow on study is to predict the most effective
Principle of Persuasion argument via the combi-
nation of the users’ Input Features and their cor-
responding Influence Scores. This will allow us
to construct the syntactic structure of a persuasive
argument for each user. The most effective syn-
tax is decided by which Principles of Persuasion
Influence Scores are the most effective for a user.
They include the use of communication channels
such as visual and kinaesthetic and psychologi-
cal approaches such as authority and social proof.
The aim is to discover if there is a link between
user Input Features and these Principles of Per-
suasion Influence Scores with a view to predicting
the most effective argument for persuading a given
user. Long term, The aim is to automatically build
such arguments from a knowledge base and other
available resources.

3.1 Hypothesis

HA Features based on Personality traits and
Principles of Persuasion can be used to identify
the most persuasive argument for a user

4 Methodology

To gather the Input Features required for our anal-
ysis, a survey was designed that captures: de-
mographics, personality traits, decision making
styles, and beliefs and values. To measure the per-
ceived persuasiveness of the strategies present in
the arguments, a star ratings scale methodology
was adopted. This will suggest a guideline (Spar-
ling and Sen, 2011) to better understand individual
preferences and predict which argument is most
effective for a given user i.e. the influence scores.

4.1 Survey: Input Features

4.1.1 Demographics
The first section of the survey had four questions
which identify the users age, gender, education
and religion.

4.1.2 Personality Traits
The interaction between personality traits and the
effectiveness of personalized persuasive strategies



has been confirmed in marketing and advertising
research (Gerber et al., 2013; Ho et al., 2008;
Halko and Kientz, 2010; Hirsh et al., 2012; Chen
and Lee, 2008). Subjects were asked to com-
plete the Ten Item Personality Measure (TIPI) to
measure their Big Five personality traits (Gosling
et al., 2003). The TIPI asks respondents to report
the extent to which: “I see myself as:” with a se-
ries of 10 personality trait pairs (e.g. Extroverted,
Anxious, Sympathetic). This was measured using
a seven-point Likert scale ranging from Disagree
Strongly to Agree Strongly.

4.1.3 Beliefs and Values
It is appropriate to remark that personality traits
do not present a comprehensive view of individ-
ual personalities (Gerber et al., 2013). People also
vary in their attitudes, values, identities and other
attributes that are often considered to be compo-
nents of personality. Thus, elemental personality
traits and beliefs are examined to understand how
they shape thoughts and behaviour (McAdams,
1995). Individuals have different attitudes, values,
identities and other attributes that are often con-
sidered to be elements of character. This section
of the survey used the Life Value Inventory and
had 44 questions (Crace and Brown, 1996).

4.1.4 Decision Making Styles
The Decision Scale Style (DSS) questionnaire was
used to measure the decision-making style of par-
ticipants (Hamilton et al., 2016). This aimed to de-
termine patterns of habitual response in decision-
making situations such as: rational or intuitive and
central route or peripheral route thinking.

4.2 Survey: Principles of Persuasion

The second stage of the survey asked the user how
influenced they were by 39 separate arguments. In
his seminal work, Cialdini defined: Reciprocity,
Commitment and Consistency, Social Proof, Lik-
ing, Authority and Scarcity as the six Principles of
Persuasion. His work has proved influential in do-
mains such as: marketing and advertising (Griske-
vicius et al., 2009; Sonnemans and Schilperoord,
2014), business (Hoy and Smith, 2007), negotia-
tion (Guthrie, 2001; Bülow-Møller, 2005) and so-
cial psychology (Guadagno et al., 2013). More
recently, they have been adopted in persuasive
technologies (Kaptein et al., 2015; Oyibo et al.,
2017; Josekutty Thomas et al., 2017).Argument
variations are: ’As a socially responsible mem-

ber of society, you should get vaccinated against
disease as this benefits the community.’(Follow
the rules - personality),’You should get vaccinated
against disease as this benefits the community
and the majority of people do so.’ (Follow the
crowd - personality),’You wish to protect your
own health? You wish to protect your family’s
health? Then you should get vaccinated against
disease.’(Closed questions eliciting Yes).

4.3 Argumentation schemes and Cialdini’s
six Principles of Persuasion

Recently, efforts have been made to map Cial-
dini’s six Principles of Persuasion to argumen-
tation schemes (Thomas et al., 2018b,a, 2019).
However, this is still early work and has yet to
be sufficiently tested or adopted. Consequently,
it was decided to use Walton’s argumentation
scheme (Walton, 2007). According to Walton, an
audience can be: “persuaded by means of argu-
ments that are (at least typically) not syllogisms,
but kinds of arguments they are familiar with in ev-
eryday thinking and discourse.” (Walton, 2007, p.
23). He further states: “An audience will be more
effectively persuaded by arguments that they think
are reasonable”. De Carolis and Mazzotta, citing
O’Keefe, differentiate between argumentation and
persuasion. They maintain that: “argumentation
means to induce a belief, persuasion means to in-
duce an intention to do something” (De Carolis
and Mazzotta, 2017; O’Keefe, 2015). The data re-
sulting from the 39 arguments in the survey on the
Principles of Persuasion will be mapped into Wal-
ton’s argumentation schema (Walton, 2007). This
will then be combined with the users Input Fea-
tures in a ML model to determine the most effec-
tive type of argument to persuade each user.

4.4 Data: Collection

The survey was deployed using Qualtrics 1 in early
July 2019. Participants were recruited via the
crowd-sourcing marketplace Prolific Academic 2,
and paid £6.00 for their time. The survey took ap-
proximately fifteen minutes to complete. Three
attention questions were included in the survey
to ensure that participants were engaged. Partic-
ipants were provided with instructions requesting
them to answer all questions as honestly as possi-
ble. They were also given the instruction: “Please

1www.qualtrics.com
2www.prolific.ac



answer each of the questions as you feel right
now”.

In total, 30 participants completed the experi-
ment. 14 submissions were not included in the
analysis either because they failed one of the three
attention question or because they were missing
significant data. This could be because the par-
ticipant did not provide answers or because there
was a problem with the survey tool. Thus, the fi-
nal survey dataset consisted of N=16 participant
submissions. The data was largely homogeneous
with no extreme outliers. A visual inspection re-
vealed no abnormal or vexatious submissions. The
survey collected the user’s profile, presented them
with argument variants (differing persuasion struc-
ture) and recorded their inputted Influence Score.
The design matrix consisted of two main parts:
the independent Input Features (user profile data)
and the dependent variable (argument Influence
Score). The topics were: arguments about visit-
ing the dentist, avoiding smoking, changing tooth-
brushes, vaccination and going to bed early.

4.5 Data: Prepossessing
Before fitting the ML model, two important pro-
cesses were performed. The first was to reverse
score calculations on two of the survey elements
- Personality Traits and Beliefs and Values. Cer-
tain questions are natural pairs such as a pair of
questions relating to extroversion and introver-
sion. Given the opposite nature of the questions,
reverse scoring on one of the questions allows dif-
ferentiation of the two attributes. As all other data
in the survey was in the form of categorical vari-
ables and some ML algorithms cannot handle text
data, one hot-encoding (Pedregosa et al., 2011)
was used to convert the data to a numerical form.
This process is a data transformation that yields a
new design matrix with new columns that corre-
spond to one of the unique values of each origi-
nal feature. The final design matrix had 112 input
variables.

4.6 The Persuasion Model
The purpose of the model is to predict the user
Influence Scores for each argument variant. This
would allow the selection of the most effective ar-
guments to persuade a given user. To predict the
Influence Scores, the model was built at the argu-
ment level. The design matrix consisted of a range
of x variables i.e. the Input Features and a single
y variable( Influence Scores). The user rated the

39 arguments on a scale of 1-10: 1-3 (low), 3-6
(medium), 7-10 (high confidence) as shown in Fig
1. A multinomial logistic regression ML model
(Pedregosa et al., 2011) was used in the classifi-
cation of statement Influence Scores. The three
class logistic regression model was fit to 16 ob-
servations for each of the 39 arguments i.e. 39
models. A training and testing split of 75%:25%
(12:4) observations was implemented. The clas-
sifier (logistic regression) was applied on each of
the 39 user/argument datasets. A later model with
more respondents would attempt to classify Influ-
ence Score over 10 classes (1-10) instead of 3. In
place of a multinomial logistic regression, other
algorithms such as deep learning neural networks
and random forests would be investigated.

Figure 1: Class distribution

5 Evaluation

The dataset collected from this study does not have
enough samples to identify relationships between
Input Features and responsiveness to persuasive
arguments (Influence Scores). However, this was
expected. The purpose of this study was to pilot
test data collection and analytical techniques for a
larger subsequent study. The elements tested in-
cluded: the amount, type and format of questions,
the survey instrument, crowd-sourcing and data
cleaning and processing strategies. The analytical
techniques pilot tested include: Multinomial Lo-
gistic Regression and Principle Components Anal-
ysis. To test these techniques on the data collected,
the analysis was performed on the limited dataset
without expectation of robust and definitive find-
ings. However, the knowledge gained from run-
ning them is invaluable to a planned later exper-
iment. Thus, the following results are presented
as pilot test results. When built on the complete



set of 102 input features the model yielded an av-
erage accuracy of 43.91% over the 39 argument
models. A baseline model which guesses the user
responses would expect to return an accuracy of
33%, given that the problem is a trinary classifica-
tion task. Principal Components Analysis (PCA)
was investigated as a feature selection approach in
the hope of improving the discriminative power of
the model. After transforming the original data
into the space of the principal components and fit-
ting the model with this new dataset, it was found
that 90% of the variance was explained by the first
8 principal components. Fig 2. shows a plot of
the 1st and 2nd principal components (37.5% and
15.6% of variance explained respectively). There
is a suggestion of possible user clusters by state-
ment score but more data would be necessary to
investigate this robustly. The average accuracy did
not improve at 43.24% using PCA. A robust model
would require a considerably larger dataset which
is planned in the follow on experiment.

Figure 2: Cluster at the argument level

6 Discussion

Research into persuasive dialog systems is impor-
tant as it can be used to increase the acceptance
of important information such as health advice to
improve people’s lives. The persuasion model at
its core is a statistical pattern recognition system.
Over the course of the research, user attributes
were discovered that are useful in predicting atti-
tudes and behaviour, in addition to designing argu-
ment variations that should map to these attributes.
The size of the initial dataset is insufficient for an
effective pattern classification system. Predictive
models are only as good as the data (volume and
quality) that they are trained on. Clearly, a larger

dataset is needed to reasonably capture the rela-
tionships that may exist between Input Features
and Influence Scores. The design and deployment
of this larger experiment is ongoing. It is uncertain
how large a dataset will be required for training to
achieve a high level of learning accuracy. We will
address this problem through empirical investiga-
tion. A potential weak spot is domain expertise
on persuasion. A domain expert for designing the
syntax of the arguments under the different per-
suasive techniques would be of great assistance.

7 Future Work

Future work includes the procurement of a larger
dataset which would greatly support robust valida-
tion. The aim is to further investigate the forma-
tion of pattern classes , this would involve deep
investigation of the principal components of the
dataset. It is our intention to design and deploy
an experiment aimed at examining the effects of
the predictive power of the persuasion engineer-
ing model. To do so, a web based persuasive
agent will be used to obtain A/B testing statis-
tics. Two versions of the system will be tested,
one that uses the persuasion engineering model
and a control system that does not. Participants
will be recruited to interact with the pilot system
and measure the persuasiveness of the agent. In
both systems, the user will be prompted with ques-
tions about their own opinions regarding the topics
in order to collect more arguments. Attitudes to-
wards the topics will be measured pre-experiment
and post-experiment: A Likert format instrument
application form can serve as the attitudinal mea-
sure of persuasiveness. This will help to determine
significant effects between the treatment and con-
trol groups.

8 Conclusion

The purpose of this paper was to pilot test each
stage of a larger, more detailed experiment. As
such it proved invaluable in terms of the lessons
learned. This includes how to formulate a survey,
including methods of data collection. It also in-
cluded how to crowd source participants. Once
data was gathered, several important lessons were
learned on data analysis techniques. We outline
the theoretical and methodological approach to the
design of a persuasion based argumentation sys-
tem that could be used to potentially deliver en-
hanced communication of information to users.



An example of such a system might be a health
bot that helps users to understand the importance
of certain beneficial practices e.g. regular dental
checks. By speaking the user’s language, such
a system could help to improve their quality of
life. Potentially, a persuasion system can learn
how to be more persuasive by selecting optimal
arguments given the users profile. To this end, it
is important that data is of sufficient volume and
quality to allow the discovery of deep relationships
between user attributes and behaviour. The study
of the cuing effect in argument syntax needs spe-
cial attention and the model would benefit from
consultation with persuasion psychology experts.
On these grounds, it is hoped that future research
will be better placed to explore the relationships
among user characteristics, argument quality and
attitude change and formation.
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Anne Marie Bülow-Møller. 2005. Persuasion in
Business Negotiations. John Benjamins Publishing.
Google-Books-ID: 6Zs6AAAAQBAJ.

Veena Chattaraman, Wi-Suk Kwon, and Juan E Gilbert.
2012. Virtual agents in retail web sites: Benefits of
simulated social interaction for older users. Com-
puters in Human Behavior, 28(6):2055–2066.

Shu-Hui Chen and Kuan-Ping Lee. 2008. The role of
personality traits and perceived values in persuasion:
An elaboration likelihood model perspective on on-
line shopping. Social Behavior and Personality: an
international journal, 36(10):1379–1399.

Jean-Baptiste Corrégé, Céline Clavel, Nicolas
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